Materials Genome Software Framework: Scalable Parallel Simulation, Virtual Reality Visualization and Machine Learning
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Abstract—With the advent of the national materials genome initiative in the U.S., software tools and environments for scientific computing have become imperative for computational design, synthesis and characterizing new materials. In the U.S. Department of Energy center called Materials Genome Innovation for Computational Software (MAGICS), we have developed open-source high performance computing software frameworks for (1) scalable quantum and reactive molecular dynamics simulations; (2) virtual-reality visualization of simulations; and (3) machine-learning tools for big data analytics of simulation data. These frameworks have been used in a series of comprehensive, three-day workshops to train 106 people from 55 universities. Moreover, the tutorial modules and open-source software are available at the MAGICS software portal, for modeling, simulation, and visualization for materials studies.
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I. INTRODUCTION

Advances in computational power and materials modelling have enabled fundamental understanding of various processes and properties at the molecular level \cite{1}. First principles-informed models can successfully predict a wide range of thermomechanical, electromagnetic and optical properties of materials \cite{2, 3}. This forms the basis of the U.S. materials genome initiative (MGI) that aims to greatly accelerate the design of new materials, guided by computational design, synthesis and characterization \cite{4}.

Central to MGI are predictive atomistic simulations that are derived from first principles. These include quantum molecular dynamics (QMD) \cite{5} and reactive molecular dynamics (RMD) \cite{6} simulations. The ever increasing computational power of parallel computers, combined with the availability of popular software such as LAMMPS (Large-scale Atomic/Molecular Massively Parallel Simulator) \cite{7} and VASP (Vienna Ab initio Simulation Package) \cite{8}, provides a versatile framework for performing various computations for MGI on parallel computers. However, the interdisciplinary nature of this field makes it often difficult for a student or scientist to learn necessary concepts and available methods for solving a problem at hand. Hence, an organized and structured presentation of essential topics and methods has become very important.

In the U.S. Department of Energy-supported centre called Materials Genome Innovation for Computational Software (MAGICS), we have developed a suite of tutorials and associated open-source software to train students for key components of MG research (https://magnics.usc.edu/). The MAGICS software courseware is aimed at giving a researcher broad understanding of materials simulations using different software. The tutorial modules are built on our QMD and RMD simulation engines, respectively named QXMD and RXMD, which are scalable from desktop to current multi-petaflop/s \cite{9} and future exaflop/s \cite{10} parallel supercomputers. On top of these simulation engines, the tutorials teach plug-ins for the prediction of materials properties such as thermal conductivity. Furthermore, students are trained in on-the-fly visualization of simulations in commodity virtual-reality (VR) platforms, as well as machine-learning (ML) tools for big data analytics of simulation data. These tutorial modules are designed to concisely cover the necessary theory underlying the simulation methods as well as to provide effective hands-on exercises. The whole contents can be covered in 22 hours of lectures and hands-on sessions, including the setting up of a computational environment. This provides an end-to-end experience starting from software installation to running and analyzing simulations. The key contents are carefully split into three sessions each of roughly six hours. We have tested our framework of software distribution and its effectiveness in teaching essential concepts and methods in three MAGICS software workshops over the past one-and-half years. We have successfully taught 106 people from 55 different universities in
the U.S. (Fig. 1). Our participants have diverse backgrounds ranging from undergraduate, graduate, post graduate and young faculties. We distribute the necessary plug-ins and software required for performing these simulations to allow the participant to use them for solving various scientific problems. This allows creation of a vibrant community of users who are not only theoretically sound but also adept at using these software to their research.

The MAGICS software courseware is modular, and its self-contained modules can be used as programming assignments in a classroom setting. We have used subsets of the modules in graduate courses at the University of Southern California (USC), including CSCI 699 (Extreme-scale quantum simulations) in computer science and MASC 575 (Basics of atomistic simulation of materials) in materials science. The tutorial modules include lecture slides on basic concepts and software overview, Python notebooks on specific procedures and comprehensive readme files of the software. The courseware is available at the MAGICS software workshop Web site (https://magics.usc.edu/workshop/courseware), while the associated open-source software is available at the MAGICS software portal (https://magics.usc.edu/software/), making them widely usable in various workshop and classroom settings.

II. MAGICS SOFTWARE TUTORIAL MODULES

This section describes individual software and plug-in that are covered by MAGICS software tutorials.

A. Quantum Dynamics Software with Nonadiabatic Extension

QXMD is a scalable parallel program for Quantum Molecular Dynamics (QMD) simulations with various eXtensions such as nonadiabatic dynamics. QMD is a widely used simulation method to study dynamic behaviors of materials as shown in Fig. 2 [5]. QMD follows the trajectories of all atoms, while computing interatomic forces quantum mechanically in the framework of density functional theory (DFT) [11]. In particular, nonadiabatic QMD (NAQMD) describes electronic excitations and transitions between excited electronic states assisted by atomic motions, thereby describing photo-excitation dynamics involving electrons and nuclei [12, 13].

![Fig. 2. Computation of charge distribution using QXMD software [14, 15].](image)

QXMD is a software platform for developing new computational techniques to make QMD simulations metascalable (i.e., “design once, scale on emerging computing architectures”) [9, 16, 17]. The QXMD simulation engine is parallelized based on hybrid space-band decomposition [16]. The program uses the message passing interface (MPI) library [18] to perform internode communication. Also required is fast Fourier transform (FFT) library, such as FFTW [19], to perform computations involving plane-wave basis.

The MAGICS tutorial uses elementary features of the QXMD software to train students and researchers on the fundamental basics of QMD and NAQMD simulations. After basic lectures, students are given access to QXMD GitHub repository (https://github.com/USCCACS/QXMD). In addition to a detailed readme file to describe the installation and execution of the software, the repository contains an example folder containing four tutorial modules: (1) structural optimization of a water molecule; (2) adiabatic QMD of water, where the electrons stay in the ground state; (3) NAQMD of photo-excited electron-hole pairs in an atomically-thin layered material [14]; and (4) multi-scale shock theory (MSST) [20] to simulate shock-front dynamics [21].

The QXMD tutorial module has also been used in one-semester advanced graduate course at USC in Spring 2018: CSCI 699, “Extreme-scale quantum simulations” (http://caes.usc.edu/education/cs699.html). In this course, lectures provided fundamental knowledge in order to: (1) reduce the intractable quantum many-body problem to lower-complexity problems, while retaining the essential physics; (2) design scalable parallel algorithms for linear-scaling QMD simulations; (3) and develop metascalable QMD software on current and future computer architectures. In this classroom setting, the QXMD tutorial modules were used as programming assignments to gain hands-on experience on QMD simulations.

B. Reactive Molecular Dynamics Software

RXMD is a scalable parallel software for reactive molecular dynamics (RMD) simulations (Fig. 3) based on first principles-informed reactive force-fields (ReaxFF) [6, 22].

![Fig. 1. Distribution of the 106 workshop participants from 55 different universities distributed throughout the U.S.](image)
RMD follows the time evolution of atomic trajectories, whereas ReaxFF describes chemical bond breakage and formation based on a reactive bond-order concept and charge transfer based on a charge-equilibration (QEq) scheme [23-25].

Computations in RXMD are parallelized using spatial decomposition, where the simulated system is decomposed into spatially localized subsystems and each processor is assigned computations associated with one subsystem [26]. Message passing is used to exchange necessary data for the computations utilizing the MPI library. Specifically, before computing the forces on atoms in a subsystem, atomic positions within the interaction cutoff radius within the boundaries of the neighboring subsystems are cached from the corresponding processors. After updating the atomic positions according to a time stepping procedure, some atoms may have moved out of its subsystem. These moved-out atoms are migrated to the proper neighbor processors. The RXMD program is written in Fortran 90.

![Image](image_url)

**Fig. 3.** Nano-porous meta-carbon simulated using RXMD [27].

RXMD supports a new polarizable charge-equilibration (PQE) scheme and the resulting polarizible reactive force-field (ReaxPQ) method [28], as well as its extension, ReaxPQ+, to describe dielectric responses more accurately [29]. In PQE, each atom consists of a positively-charged core and a negatively-charged shell. Accordingly, PQE is implemented using a different parallelization scheme compared to the original QEq. Message passing is now required for the positions of the charge shells, which are treated as additional atomic attributes. Namely, they are cached from neighbor processors along with atomic positions and charges in order to compute interatomic forces. In addition, shell positions are migrated to appropriate processors whenever the corresponding atoms move across spatial-subsystem boundaries.

For large granularity (the number of atoms per spatial subsystem, $N/D > 10^5$), simple spatial decomposition (i.e., each processor is responsible for the computation of the forces on the atoms within its subsystem) suffices, whereas for finer granularity ($N/D \sim 1$), neutral-territory or other hybrid decomposition schemes can be incorporated into the framework [30-32]. Our parallelization framework also includes load-balancing capability. For irregular data structures, the number of atoms assigned to each processor varies significantly, and this load imbalance degrades the parallel efficiency. Load balancing can be stated as an optimization problem as well. We minimize the load-imbalance cost as well the size and the number of messages. Our topology-preserving spatial decomposition allows message passing to be performed in a structured way in only 6 steps, so that the number of messages is minimized. To minimize the load imbalance cost and the size of messages, we have developed a computational-space decomposition scheme [33]. The main idea is that the computational space shrinks in a region with high workload density, so that the workload is uniformly distributed. The sum of load-imbalance and communication costs is minimized as a functional of the computational space using simulated annealing. We have found that wavelets allow compact representation of curved partition boundaries and thus speed up the optimization procedure [34].

Within each compute node, we introduce an additional layer of shared-memory parallelism using the Open Multi-Processing (OpenMP) application programming interface [35]. OpenMP allows RXMD to take advantage of the simultaneous multithreading support provided by modern processors, such as the PowerPC A2 architecture of IBM Blue Gene/Q and the second-generation Intel Xeon Phi, to achieve better utilization of the computing capacity within each core [29]. Multithreading the most computationally expensive bond-order and force computations within RXMD has greatly accelerated these calculations and served to reduce overall time-to-solution (T2S). A secondary benefit of multithreading is that it allows MPI processing elements to be exchanged for local threads, thereby reducing the total number of processing elements in the MPI job and similarly reducing the communication and atom-caching overheads at large scale.

RXMD software has been used in the MAGICS software workshops to train students and researchers on (1) basics of RMD simulations, and (2) massively-scalable capacity of the RXMD code. Students are given access to RXMD GitHub repository (https://github.com/USCCACS/RXMD). The repository contains detailed description of software usage through a readme file, as well as an example folder constituting of following tutorial modules: (1) sulfidation of MoO$_3$ to form MoS$_2$ [36]; (2) SiC oxidation to form SiO$_2$ (Fig. 3) [27].

C. ThermoPlugins – Software Plugins for LAMMPS to Calculate Thermal Properties of Materials

ThermoPlugins are a set of Python- and C-based utilities that extend the functionality of the popular LAMMPS molecular dynamics (MD) program [7] to enable the calculation of more accurate thermal conductivity and vibrational properties. ThermoPlugins consists of two modules, calc and
The first module provides functionality for performing length-scaling and temperature scaling simulations to compute the intrinsic thermal conductivity of materials by overcoming size-effects inherent in MD simulations of thermal transport (Fig. 4). The second module implements functions for the calculation of system-level quantum corrections to the lattice specific heat of the simulated system, which corrects for the purely classical specific heat intrinsic to all MD simulations.

Both modules implement strategies for higher sampling of thermal profiles and dynamical correlations leading to a more accurate estimation of thermal conductivity and vibrational properties. The utilities also provide an estimation of systematic errors in estimation of thermal transport and are useful as a training tool to understand the effect of these corrections on calculated thermal conductivity the size of the simulated system leading to computed thermal conductivity values significantly different than experimental values. Further, classical MD simulations ignore quantum-mechanical effects related to the quantization of lattice vibrational energy, which is responsible for sub-classical specific heat and correspondingly suppressed thermal conductivity at low temperatures[37].

The ThermoPlugins tutorial module provides hands-on training on how research-level materials simulations are performed using a specific example of thermal conductivity. To make complex theoretical concepts and computational procedures accessible, we have developed a comprehensive Python notebook. The notebook explains basic concepts and equations, as well as every step from performing simulations and plotting the results.


The Game-Engine-Assisted Research platform for Scientific computing (GEARS) is a collaborative visualization framework developed at the MAGICS center to perform simulations and on-the-fly data exploration in VR environments (Fig. 5) [38]. This hardware-agnostic framework accommodates multiple programming languages and game engines in addition to supporting integration with a widely-used materials simulation engine, LAMMPS [7]. GEARS also features a novel data exploration tool called virtual confocal microscopy, which endows scientific visualization with enhanced functionality.

The GEARS engine provides the capability of interactive data visualization. It makes use of commodity game engines, like Unity and Unreal Engine, to simplify access to VR headsets. The most straightforward application of VR to data visualization is interactive viewing of pre-computed results for data exploration. To realize this feature, GEARS employs a simple workflow, in which external 3D modelers, such as VMD and Blender, are used to create a 3D object that can be added to the scene along with the appropriate script (for example, LeapRTS.cs for the Leap Motion controller [39]).

This aspect of GEARS allows users a quick, straightforward outlet for immediate visualization of snapshots of data from materials simulations or molecular structures. Though the current interactive visualization mode supports single-frame data, we plan to expand this feature by creating multiple scenes containing different simulation time steps for more dynamical data exploration.

The engine also supports real-time visualization by plugging into an external simulator. GEARS also takes advantage of the programming capabilities provided by game engines, such as C# and JavaScript supported by Unity and C++ for Unreal Engine, to facilitate reuse of existing simulation codes. This mode of GEARS is suitable to explore simulation results in real-time, rendered entirely within the game engine. To realize this real-time rendering, it is critically important to design an efficient data-bridging method between the game engine and user-developed simulation program.

GEARS employ two approaches, called Run-when-Ready and Render-when-Ready, depending on the size of the data and the complexity of the simulation engine. Run-when-Ready calls the simulation engine upon a frame update to advance the state of the simulation (for example particle positions) of the frame by one timestep. Render-when-Ready makes use of the multi-threading optimization technique to offload the simulation engine computation onto a new thread while the main thread is only responsible for handing the render state of the game engine. In this approach, when the simulation engine finishes
E. Machine Learning Software Code – Classification of defects in materials with damage

Machine learning (ML) tutorial module is designed to classify defects in materials with damage. The module uses code written in C language and iPython [43] notebook interactive shell to help participants learn simple ML concepts. The module uses support vector machine (SVM), which is a classic linear classifier, in order to identify defects in nickel (Ni) crystal. While simple, this tutorial contains the entire end-to-end procedures that are common to most ML tasks, using an example familiar to most materials scientists.

The interactive shell creates an abstraction that enables understanding of the core concepts without getting into details of the implementation. The initial part of the module involves creation of the training data, feature-set generation and labelling of atoms for efficient understanding of the underlying material’s geometry. The feature-generation code takes the initial geometry as input and generates a feature set for each atom’s local environment. Feature representation for each atom consists of 17 statistical properties: number of nearest-neighbor (NN) atoms, average distance of NN, minimum distance of NN, maximum distance of NN, average distance between NN, minimum distance between NN, maximum distance between NN, NN’s average numbers of neighbors, NN’s neighbor’s average distance, NN’s neighbor’s minimum distance, NN’s neighbor’s maximum distance, number of neighbors between distance 3-4, 4-5, 5-6 Å, average distance of neighbors between 3-4, 4-5, 5-6 Å. This model is used to predict defects in pure Ni crystal, before and after indentation [44], to classify defects in the system. This labelled representation corresponding to every atom helps classify the atomic environment with great accuracy. The trained model has an accuracy of 96.83% on training data set and 98.96% in test data set. To visualize the model’s prediction, we provide an interface by using molecular visualization software OVITO (Fig. 6) [45].

Students are given access to ML GitHub repository (https://github.com/USCCACS/ML-defect-analysis). The repository contains all the codes required for carrying out the analysis. Detailed instructions are also included, which guide the user on downloading, compiling and running the module.

one timestep computation, the main thread either updates the frame state or stores the simulation states for rendering later while the worker thread continues to produce new states as background. Using this technique as well as other optimizations, like impostors and graphics processing unit (GPU) instancing [40], we have demonstrated real-time simulation sizes reaching up to 500,000 particles. To minimize the amount of coding necessary for GEARS users, we provide two demos — Lennard-Jones MD [41] and electron-transfer simulation by kinetic Monte Carlo [42] — implementing the Run-when-Ready and Render-when-Ready approaches in the GEARS GitHub repository (https://github.com/USCCACS/GEARS). This is provided as Demo3 of UnityGEARS on the GEARS repository. In an effort to make our immersive scientific computing suite accessible to a broad research community, we have also interfaced GEARS with one of the most widely used MD simulation engine called LAMMPS [7]. LAMMPS was developed at Sandia National Laboratory and supports a variety of interatomic potentials, statistical ensembles, and flexible simulation setups. The LAMMPS interface enables users to visualize their MD simulations in VR environment without any coding. A “How-to” for setting up the LAMMPS integration environment and an example demo are documented in detail in the LammmpsCompilation section of UnrealGEARS on the GEARS repository. Examples of the LAMMPS integration are shown in Fig. 5 (a) and (b). The GEARS software was presented in the MAGICS software workshop, where participants were able to interact with VR headsets to visualize any simulation immersively in the system.
III. CONCLUSION

We have developed a suite of modular tutorials and associated open-source software to train students for key components of computational materials research, i.e., QMD and RMD simulations on parallel computers, thermal-conductivity plug-in, VR visualization and ML tools for data analysis. The tutorial modules and open-source software are available at the MAGICS software portal, making them widely usable in various workshop and classroom settings.

ACKNOWLEDGMENTS

This work was supported as part of the Computational Materials Sciences Program funded by the U.S. Department of Energy, Office of Science, Basic Energy Sciences, under Award Number DE-SC00014607. MAGICS Workshops were performed using computing facilities at the Center for High Performance Computing of the University of Southern California.

REFERENCES


